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Abstract  
We introduce and study an inertial-based iterative algorithm for solving split common fixed point 

problem involving a certain class of nonlinear mapping in real Hilbert spaces. Under some mild 
assumptions, we obtain a strong convergence result of the proposed algorithm. Our result 

improves and extends newly announced results in this area.  
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1. Introduction 

The theory of nonlinear functional analysis is quite rich and a fascinating area of research, 

in particular, the fixed point theory. The theory of fixed point can be classified into theories for 
the existence of fixed points and approximation of fixed points.  It has proven to be at the heart of 
technological development and numerous applications ranging from engineering, computer 

science, mathematical sciences and social sciences. This is due to the fact that, many real world 
problems after transforming them into mathematical equations may not have analytic solutions. 

Hence, seeking for existence and uniqueness of solutions, fixed point of a certain class of 
operators and approximation of solutions of such problems has flourishing areas of research for 
many decades. The Banach Contraction Mapping Principle is one of the cornerstones in this high 

level of achievement. In this recent time, fixed point theory has successfully been employed in 
Data science, Machine Learning and Artificial intelligence to mention but a few (for this updates, 

the reader is encouraged to consult [31, 32,33, 34]. One of the powerful tools that paved ways for 
this modern development is the use of nonexpansive operators. A self-map   define on   is said to 

be nonexpansive if ‖     ‖  ‖   ‖ for all         where   is a nonempty closed subset 

of a real Hilbert space,     However, a point      is said to be the fixed point of   if          
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One of the most fruitful areas where fixed points of nonexpansive mappings have been 

successfully employed is in signal processing and image recovery which are called inverse 
problems. Among many research published articles in this direction, Censor and Elfving [1] 

published their most influential paper where they introduced and studied split feasibility problem 
(SFP) for modeling inverse problems arising in phase retrieval and medical imaging. The problem 
is of the form: 

{   

                             
             

           ⋂                             

              (1.1)  

where   and   are two nonempty closed and convex subsets of Hilbert spaces    and    

respectively,          a bounded linear operator and          , its adjoint.  Split Feasibility 

Problem (1) was firstly introduced and studied by Censor and Elfving [1] in 1994 for the purpose 
of modeling some inverse problems. Its wide applications in signal processing and image 
reconstructions (see for details [2,3])  drawn the attention of scientists and subsequently opened 

up for researches for over two decades now, for instance, see Byrne [2,3], Censor et al. [1, 4-6], 
Xu [7-8], Masad and Reich [9], Shehu et al. [10].  

In 1992, Eicke [11], introduced a special type of SFP called convexly constrained linear 
inverse problem. It can be formulated as follows:  
given    , 

{

                           
             

                       
      

    (1.2)  

The proposed algorithm provided by [1] for solving (1.1) was faced with a challenge of matrix 

inversion. Due to difficulty to compute the matrix inversion, the most popular iterative scheme for 
SFP is Byrne’s CQ methods [2] which did not involve matrix inversion but projections onto 

closed convex sets.  Thus, it is defined as follows: for any starting point       and for all    , 
the recursive sequence      is given by 

       
                

       ,    (1.3) 

where   
   and   

   are the metric projections  onto C and Q respectively and   (  
 

‖ ‖ ).  

Following (1.1) and (1.2) the Split Feasibility Problem (SFP) (see [35,376] for details) is 
formulated as follows:  

{

                          

          
                           

    (1.4) 

where     and     define two inverse problems in    and    respectively.  

Being at the hub of modern research, problem (1.1) has been modified and generalized in different 
capacities by many researchers. For instance, Censor et al. [4] generalized (1.1) to multiple set 

split feasibility problem (MSSFP) which requires finding a point closest to a family of closed 
convex sets in one space such that its image under a linear transformation will be closest to 
another family of closed convex sets in the image space. That is, given two closed and convex 

subsets              and              of           respectively. Let            

        and                    be two finite families of mappings and         be a 

bounded linear operator. Then the MSSFP is formulated as follows:  
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{
                     

        
        (    

   ) 
   (1.5) 

In 2009, Censor and Segal [5] generalized (1.5) with the concept of Split Common Fixed 

Point Problem (SCFPP) which is formulated as follows:  

find           
               

           (1.6) 

One of the striking applications of SCFPP is on the intensity-modulated radiation therapy (IMRT), 
which have attracted attention of many researchers in this area. As a result of that, in recent years 

SCFPP has been extensively studied and extended by many authors (see for example, [12-18]). 
More extensions of this research can also be found in [19-21] and references contained therein. 

In 2019, Reich et al. [22] introduced and studied parallel iterative methods for solving the 
SCFPP in real Hilbert spaces and obtained strong convergence in the proposed algorithms.  In 
recent years, there has been a tremendous interest in developing the fast convergence of 

algorithms, especially for the inertial type extrapolation method, which was first proposed by 
Polyak in [37]. This inertial technique is based upon a discrete analogue of a second order 

dissipative method. This method was not known until the Nesterov’s acceleration gradient 
methods was published in 1983 (see, [38]) and by 2009, Beck and Teboulle [39] 
made it very popular. Recently, some researchers have constructed different fast iterative 

algorithms by means of inertial extrapolation techniques, for example, [40-41].   
Motivated and inspired by the recent of work of Reich et al. (2019), we proposed a new 

algorithm using the Halpern iterative method and obtained strong convergence result. Our major 

contributions include: 

 A new inertial method for solving the SCFPP in a real Hilbert space. In the spirit of 

Polyak, our proposed method is more efficient when compared with [22]. 

 We incorporated a more general class of mappings called demi-contractive mapping. 

Many important operators like nonexpansive mapping, pesudocontractivs, k-strictly 
pseudocontractive, quasi-nonexpansive operators among many others are all embedded in 

demicontractive mapping (see, remark 2.1 below).   
The rest of the paper is organized as follows: section two deals with basic definitions and Lemmas 
very relevant to our work. In section three, we state and establish the proof of our proposed 

method and as well an important corollary as an immediate consequences of algorithm. 
 

2.  Preliminaries  

Let H be a real Hilbert space and C, a nonempty, closed and convex subset of H in which 〈 〉 

denotes the inner product and for any vector        ‖ ‖  √〈   〉, is the induced norm. More 

so, for any,     there exists a unique nearest point   
       such that  

‖    
    ‖        ‖   ‖        (2.1)  

The mapping   
  defined on       is called the metric projection from H onto C. The following 

properties characterized   
   

  
    and 〈  

       
    〉           (2.2) 

It follows from (2.2) that  
‖    

 ‖  ‖    
 ‖  ‖   ‖              (2.3) 

It is well known that a mapping       is called: 

1).  nonexpansive if ‖     ‖  ‖   ‖        2).   strictly pseudocontractive with 
      if  
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‖     ‖  ‖   ‖   ‖             ‖ ,           (2.4) 

3)    demicontractive with       if 
‖    ‖   ‖   ‖   ‖      ‖  for all     and for all          (2.5) 

or equivalently  

〈        〉  
   

 
‖    ‖                                  (2.6) 

or equivalently 

〈        〉  
   

 
‖    ‖                                

Remark 2.1: We quickly observe that the class of nonexpansive mapping and strictly 
pseudocontractive are embedded in the class of demicontractive mapping. 
Example 2.1  [31]: a.  Let   be the real line and   [    ]  Define   on   be 

{

 

 
    

 

 
        

                         
 

The following example shows that there exists a demicontractive operator but it is not strictly 
pseudocontractive.   

b.   [    ]  [    ],           

The following example shows that there exists a demicontractive operator but it is not quasi-

nonexpansive  and strictly pseudocontractive.  

c.  Let   denote the real line with usual norm and        be a function defined by  

   {
          

              
 

Recall that an operator       is called a monotone if for all           we get 〈      
 〉    for all        and       . We define the domain of A, the image  and the graph of A 

as follows: 
                    
                     and 
                                

and for any                 
Recall also that an operator   is said to be a maximum monotone if it is not contained in any other 

monotone. Equivalently, following the theorem of Minty [25],   is maximum operator if and only 

if           , where I is an identity operator on   and    . With respect to        , a 
single-valued and a nonexpansive map  

  
                

defined by   
           is a called the resolvent of    

 The following lemmas are well known and are needed for our result. 
Lemma 2.1: Let H be a real Hilbert space. Then for all       and for any    , we have  

i) ‖   ‖  ‖ ‖  ‖ ‖   〈   〉  
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ii) ‖   ‖  ‖ ‖  ‖ ‖   〈   〉  
iii)  ‖         ‖   ‖ ‖       ‖ ‖        ‖   ‖ . 

Lemma 2.2 [27]:  Assume       is a nonexpansive mapping. Then       is demiclosed on 

  if whenever        converges weakly to some     and the sequence           
converge strongly to y, we get that           
Lemma 2.3 (Opial):  Let C be a nonempty set of H and     be a sequence in H such that: 
a) for every    ,       ‖    ‖ exists; 

b) every sequential weak cluster point of      is in C; 

Then      converges weakly to a point in C. 

Lemma 2.4 [28]: Consider a nondecreasing at infinity sequence of real numbers     . That is, 
there exists a subsequence     

  such that  

   
             

Define an integer sequence        for all        by 

                          
Then               and for all     , we obtain  

                         

Lemma 2.5 [29]:  Let      [                            a sequence of real numbers 

satisfying the following two conditions: 
i)                     
ii) ∑   

 
                      

Then,             
 
 
 

3. The Main Results 

Theorem 3.1: Let    and    be two real Hilbert spaces. Let                     and 

                    be demicontractives mappings respectively. Let         be a 

bounded linear operator. Assume that    ⋂   
       ⋂    ⋂   

           We consider the 

problem of the following: 

find             (3.1) 

For any        , We define     , the sequence generated by the following algorithms by 

{
  
 

  
 

                              
 

   ∑      ̃                                
 
   

   ∑                                  
 
   

                             

                      

    (3.2) 

    
where                                   and      are sequences of positive real numbers 

while  ̃        (      )   and                                      
̅̅ ̅ 

where   
̅̅ ̅ is defined by  
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̅̅ ̅  

{
 

    {
   

     
 

  

‖       ‖
}            

   

     
                                               

 

Then the sequence      generated by theorem       converges strongly to point    

  
             if the following five conditions are satisfied: 

C1)        {    }  [   ]        for all                      

and ∑      ∑        
   

 
    for all      

C2) {    }  [   ]        for all             

C3)            and ∑   
 
       

C4      
 

‖ ‖   

C5       
  

  
                

   
 

 

Proof. We divide the proof into six parts 
Step 1. We prove that      is bounded.  

For any     , it follows that                             (  )           we 

obtain from convexity of ‖ ‖  that  

  ‖       ‖     for all      which implies from (C5) that 
  

  

‖       ‖  
  

  
    as      

Hence, there exist      such that 
  

  

‖       ‖           

Thus, using the last inequality, we get 
 

‖    ‖  ‖    ‖    ‖       ‖  (3.3) 
       

                              ‖    ‖    
  

  

‖       ‖ 

                      ‖    ‖        
Also, 

‖    ‖  ‖∑      ̃    

 

   

‖

 

 

                   ∑    ‖  ̃    ‖
 

 

   

 

                  ∑     ‖                      ‖
  

     (3.4) 

                  ∑     ‖                           ‖
  

      

  

                               ∑     
 
   [    ‖    ‖  (      )‖      ‖  

                                                  ‖       ‖
 ] 
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                                              ∑    

 

   

[    ‖    ‖  (      )[‖    ‖   ‖       ‖
 ] 

             ‖       ‖
 ] 

                    ∑‖    ‖       (      )    

 

   

‖        ‖
  

                   ‖    ‖  (    (      )  ) ∑    

 

   

‖        ‖
   

It follows from (3.4) that  
 

‖    ‖  ‖    ‖ .    (3.5) 

      
From the Algorithm and from the convexity of ‖ ‖   we get 

 
‖    ‖  ‖    ‖    ‖ ‖ ‖      ‖

   
  〈             〉     (3.6) 

Since,    and     are in   , we get that 

‖    ‖  ‖∑     
 
                ‖

 
  

                    ∑     ‖           ‖
 
  

          (3.7)  

 
Using Lemma 2.2 (i), the nonexpansivity of    and the equalities            we estimate that 

〈             〉  ∑     
 
   〈                  〉 

                      
 

 
∑     

 
   (‖          ‖

 
 ‖      ‖  ‖           ‖

 
) 

 
 

 
∑    

 

   

(‖              ‖
 
 ‖      ‖  ‖           ‖

 
) 

                          
 

 
∑    

 

   

(‖      ‖  ‖      ‖  ‖           ‖
 
) 

                           
 

 
∑     

 
   ‖           ‖

 
      (3.8) 

Using (3.5)-(3.8), we estimate that  

‖    ‖  ‖    ‖       ‖ ‖  ∑    ‖           ‖
 

 

   

 

                                                 ‖    ‖ .       (3.9) 

 
It follows from (3.5) that 

 
‖    ‖  ‖    ‖  ‖    ‖  ‖    ‖.     (3.10) 

 
Hence, using (3.9)-(3.10), we get 
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‖    ‖  ‖    ‖ .         (3.11) 

 
Using the Algorithm, (3.3) and (3.11), we get  

 
‖      ‖  ‖              ‖ 

                            ‖   ‖        ‖    ‖ 
   ‖   ‖        ‖    ‖       

    ‖   ‖        ‖    ‖    ‖       ‖   (3.12) 

     ‖    ‖ ‖   ‖    

  
     ‖    ‖ ‖   ‖     

 

where   ∑   ‖       ‖     
    

Therefore, the sequence      is bounded.  Consequently,                 and      are all bounded 

sequences. 

 

Step 2:               
     

Let      
      Now, using the estimates in (3.4) and (3.9), we get 

 
‖       ‖  ‖                      ‖  

                             ‖    ‖        ‖    ‖  

                               ‖    ‖  ‖    ‖  

                              ‖    ‖  ‖    ‖  (    (      )   )∑    

 

   

‖        ‖
  

                                 ‖ ‖  ∑     ‖           ‖
  

   .     (3.13) 

See that  

 
‖    ‖  ‖                ‖

  

                      ‖    ‖    
 ‖       ‖

     〈            〉 
                      ‖    ‖    

 ‖       ‖
     〈            〉 

                      ‖    ‖    
 ‖       ‖

  

                      ‖    ‖  [  ‖       ‖]
  

                      ‖    ‖  [  

  

  

‖       ‖]
  

                    ‖    ‖  [    ]
         (3.14) 

 

Using (3.13) and (3.14), we get  

‖       ‖  ‖   ‖  ‖    ‖  [   ]  (    (      )   )∑    

 

   

‖        ‖
  

                                 ‖ ‖  ∑     ‖           ‖
  

       

               ‖   ‖  ‖    ‖  [   ]  [(    (      )  ) ∑     
 
   ‖   
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                                    ‖
       ‖ ‖  ∑     ‖           ‖

  
   ]   (3.15) 

  
 
It follows from (3.15) that  

 

(    (      )   ) ∑    

 

   

‖        ‖
       ‖ ‖  ∑    ‖           ‖

 

 

   

 

 ‖   ‖  ‖    ‖  ‖       ‖  [   ]  (3.16) 

    
 

Observe that  
 
‖       ‖  〈                       〉 
                                 〈             〉    〈            〉 
                                 ‖     ‖ ‖       ‖    〈            〉 

            
      

 
 ‖     ‖  ‖       ‖     〈            〉  (3.17) 

    

Thus, (3.17) implies that  
 
2‖       ‖        ‖     ‖        ‖       ‖     〈            〉. 
 

 
So, using (3.11) and (3.14), we obtain 

 ‖       ‖          ‖     ‖    ‖       ‖     〈            〉  
                                    ‖     ‖     〈            〉   (3.18) 

                                     ‖     ‖     〈            〉 
       ‖     ‖  [   ]     〈            〉 

                                    ‖     ‖    [
[   ] 

  
  〈            〉]. 

Denote     ‖     ‖  and    [
[   ] 

  
  〈            〉]. Then (3.17) can be 

rewritten in the form 
                      (3.19) 

       

It can be seen that to show       we simply prove that      which requires the following 
two cases. 

 
Case 1:  It is seen that the sequence      is nonincreasing. Thus, there exists a natural number    

such that      is nonincreasing for      such that      is a convergent sequence.   

Since      is convergent,  that is  ‖     ‖  , clearly 

 
        ‖     ‖  ‖       ‖        (3.20) 

    
Applying the conditions on (C1)-(C5) on (3.16), we get 



International Journal of Applied Science and Mathematical Theory E- ISSN 2489-009X P-ISSN 2695-1908,  

Vol. 8 No. 3 2022 www.iiardjournals.org 

 

 

 

 

 IIARD – International Institute of Academic Research and Development 
 

Page 10 

 

      ‖       ‖       
   

‖           ‖,  (3.21) 

    

For all           and          . 
 

It follows from        and the estimate on       that 
   
   

‖      ‖          (3.22) 

    

Therefore, we conclude from the Algorithm that 
 

   
   

‖     ‖     
   

‖          ‖       (3.23) 

     
Also, from the Algorithm, we know that 
 

‖     ‖    
  

  

‖       ‖    as              

    
Since      and      are in    and from (3.21)  we get 

 

‖     ‖
  ‖∑       ̅      

 

   

‖

 

 

                                     ∑    

 

   

‖  ̅     ‖
  

                                                    ∑    ‖       (      )        ‖
 

 

   

 

                                                  ∑    

 

   

(      )‖       ‖
            

 

Therefore, 
      ‖     ‖         (3.25) 

   
From (3.24) and (3.5), we obtain 

 
‖     ‖  ‖     ‖  ‖     ‖             

Hence,   
  

      ‖     ‖         (3.26) 
     

Also, from (3.23), (3.25) and (3.26), we get 
 

‖     ‖  ‖     ‖  ‖     ‖             
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which implies that 

 
      ‖     ‖         (3.27) 

      
Using the boundedness of      and the condition on   , we estimate 

                  

                       
that is,  
 

                     (3.28) 

      

It follows from (3.28) that 
 

‖       ‖    ‖    ‖              
Thus, we obtain that 

      ‖       ‖        (3.29) 
       

To obtain the asymptotical property of     , we combine (3.27) and (3.29) to get 
 

 
‖       ‖  ‖       ‖  ‖     ‖   , 

 
which implies that 

      ‖       ‖         (3.30) 

      
Step 3:  We show that                 Let     

  be a subsequence of      such that 

       
   

〈          〉     
   

〈        
   〉. 

Since     
  is a bounded sequence, there exists a subsequence      

  of     
  such that 

     
    . Without loss of generality, we may assume that    

    .  

 

Claim:       To establish this fact, using Lemma 2.3 and the estimate in (3.21), that is, 
‖       ‖    for all            we obtain that    ⋂       

 
     From (3.26) that 

   
      Following the linearity and boundedness of the operator   , we get     

    . 

Again, using Lemma 2.3 and the fact that ‖           ‖               we obtain that 

      (⋂  (  )
 
   )   We finally have that      ⋂      ⋂   (⋂  (  )

 
   )  

    

establishing the claim. Hence,      
     using (2.2), we get  

       
   

〈          〉  〈           〉   .   

Hence,        
   

     Therefore, in the conclusion part of the Lemma 2.3, we have     , that is 

        
   as required. 

 

Case 2:  Assuming that the sequence      does not decrease at inifinity. Then, using Lemma 2.4, 

we define an integer sequence        for all      (for some     large enough) by 
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                          .    

   

Note that      is an nondecreasing sequence such that        as     and               

for all     .  Using the estimate of  (3.19) and Step 1 we get 
 

                        

where K is a constant. Since          we obtain that  

 

      (             )       (3.31) 

    

Now, applying the same level of arguments in Case 1 above, we deduce that 

   
   

‖             ‖     
   

‖                 ‖      (3.32) 

   

For all           and             
 

Again, using the same arguments in Case 1, that is, (3.22)-(3.29), we have 

   
   

‖             ‖     

In the same manner, we obtain    
   

            

 
Hence, using (3.19) we obtain  

        (       )                  

Since               and        , we obtain  

             

Since    
   

            it follows that    
   

         

Using (3.31) , it implies that    
   

           

Since 

         {        }             

we get        which means that      strongly converges to      
     as asserted. This 

completes the proof of the Theorem. 
The following corollaries are the immediate consequences of our algorithm.  

 

Corollary 3.2:  Let    and    be two real Hilbert spaces. Let                     and 

                    be nonexpansive mappings respectively. Let         be a bounded 

linear operator. Assume that    ⋂   
       ⋂    ⋂   

           We consider the problem 

of the following: 

find             (3.1) 
For any        , We define     , the sequence generated by the following algorithms by 
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{
  
 

  
 

                              
 

   ∑      ̃                                
 
   

   ∑                                  
 
   

                             

                      

              

where                                   and      are sequences of positive real numbers 

while  ̃                   and                             Then the sequence      

generated by theorem       converges strongly to point      
             if the following 

the conditions (C1)-(C6) are satisfied. 

Proof: The result follows from Theorem 3.1 above. 
 
4. Conclusion: In real Hilbert space, we have established a strong convergence result under mild 

assumptions. We incorporated an inertial extrapolation technique which real improved the rate 
convergence as expected.   
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